Analytical solutions for the electromagnetic fields of flattened and annular Gaussian laser modes. I. Small $F$-number laser focusing
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Many laser interaction models assume that incident focused laser fields are Gaussian and use either the approximate TEM$_{00}$ series model or the exact integral Gaussian angular-spectrum solution. Many practical laser systems, however, produce flat-top transverse intensity profiles, and indeed, such profiles are often desired. Here, an exact, integral solution is derived for all of the vector components having a general flattened Gaussian profile using the angular-spectrum method. This solution includes the pure and annular Gaussian modes as special cases. The resulting integrals are solved for tight focusing conditions exactly by making use of a Fourier–Gegenbauer expansion. This technique follows closely that of Sepke and Umstadter [Opt. Lett. 31, 1447 (2006)] but, by redefining the expansion coefficients, the simplicity of the model is greatly enhanced and the computation time reduced by roughly a factor of 2 beyond the 2 orders of magnitude improvement obtained previously. This series solution is stable at all points and converges after $S - 20w_0$ terms, where $w_0$ is the 1/e waist normalized to the laser wavelength. © 2006 Optical Society of America
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1. INTRODUCTION

When investigating any laser interaction, an accurate description of the electromagnetic fields is essential. As field intensities rise and focusing approaches the laser wavelength, plane wave and even paraxial formulations fail to capture all of the relevant physics. This has been analyzed in great detail by Hora and colleagues for many years: the so-called nonlinearity principle.1,2,3,4 The importance of the physical model of focused laser fields has been extensively illustrated in direct laser–electron scattering, for example, by Cicchitelli et al.5 in analyzing the ionization experiments of Boreham and Luther-Davies6 and Boreham and Hora,7 and also more recently, both experimentally and theoretically in Refs. 6–11. As even small field corrections significantly affect the ponderomotive deflection, accurate field models that capture all of the detail within each component are required.

Often, laser fields are assumed to be nominally Gaussian. Paraxial Gaussian fields are well established, and their derivation and character have been described in great detail, for example, by Siegman.8,9 Longitudinal corrections to this solution were first described by Lax, et al.,10 and this work was quickly followed by that of Davis,11 and Hora,12 who extended the formalism and solidified the relation to laser fields. These paraxial solutions have since been extended by Barton and Alexander,13 Wang et al.,14 and many others. The Maxwell wave equation has also been solved using Fourier transforms, yielding a formally exact solution for a Gaussian laser by Cicchitelli et al.1 and later by Quesnel and Mora8 and Varga and Török.15 Although this has led to a detailed knowledge of focused Gaussian laser fields, vector field models for flat-top laser beams have received much less attention.

Although approximating a laser field as Gaussian is often a reasonable and accurate assertion, such a Gaussian model is in fact an idealization. Focusing optics or amplification of the laser pulse in practical situations often lead to a flat-top laser profile. Indeed, in many instances, a flattened profile is desired, as many applications require such a profile, including laser-induced plasma shocks,18 electron acceleration,19 photolithography,20 laser chemical-vapor deposition,21 and coherent data processing.22 A large body of work exists in the optics literature on both paraxial and nonparaxial approximate solutions for these fields, as well as methods of generating them.23,24,25 A niche has also been found for annular laser modes,16,30–35 having applications in such areas as laser machining and atom trapping,34 as well as the stimulation of pain in neurological research.35

Heretofore, flat-top laser models have concentrated on scalar models used to describe their paraxial propagation, and several different formalisms have been used: super-Gaussians,36 weighted sums of Gaussians having different focusing parameters,37,38 the forms $(1 - r^2)^{1/2} \arctan(r - 1/2)$ and $1 + \exp[-(r - 1)/2]$ described by Gori,1 a super-Lorentzian,24 wavelets,39 and the flattened Gaussian introduced by Gori39 and utilized by Santarsiero and Borghi40 and Bagin et al.41 All of these have been used to describe the scalar/paraxial properties of flat-top fields and are suitable, in principle, to generate a full vector theory for a flattened/annular focused laser beam. In fact, an exact analytical vector solution has been recently derived for a flattened Gaussian15 using the angular spectrum of the plane-wave technique.44,45 This solution, however, is complicated and cumbersome to implement.

In this paper, following the model of Ref. 43, an exact
vector integral solution to the full Maxwell wave equation is derived for a laser having a flattened Gaussian transverse profile in the focal plane using Fourier transforms by the angular spectrum of the plane-wave method. The general nature of the formal prototype boundary condition used allows for a great amount of flexibility and even control of the size and complexity of the computations in modeling realistic field distributions. This technique has also been employed in the optics literature, for example, by Agrawal and Pattanayak to model unpolarized light and by Cichitelli et al. and later by Quesnel and Mora and Varga and Török to compute the field components of a purely Gaussian beam. Borghi et al. also calculated the asymmetric electric field along the laser axis in this way for both Gaussian and flattened Gaussian distributions assuming loose focusing.

The integrals resulting from this derivation are in the form of Gegenbauer’s finite integral and under tight focusing conditions—that is, when the laser spot size \( w_0 \) is less than \( 20 \) wavelengths—can be evaluated exactly following the model of Watson or Kant. This has, in fact, been done recently by beginning with the asymmetric field integrals. Here, the symmetric field integrals are solved analytically, taking full advantage of the formal symmetry of the integrands, thereby greatly simplifying the final expressions for the field components and decreasing the computational effort required. Once the model is complete, the application to large scale calculations is described. The form of this solution lends itself well to the application of solving boundary value problems such as in particle-in-cell codes. The range of applicability and stability are also discussed, and some important limits are considered. In fact, the Gegenbauer polynomial series used in this solution converges faster as the laser spot size approaches the wavelength, in direct contrast to the standard perturbative Gaussian solutions described above, making this an attractive alternative when tightly focused fields are required.

2. EXACT INTEGRAL FLAT-TOP SOLUTION

A powerful technique for solving the Maxwell wave equation is the angular-spectrum method. In this technique, propagating electromagnetic fields are decomposed into a continuous sum of plane waves traveling at angles ranging from 0 to \( \pi/2 \) relative to the propagation axis. By evaluating the Fourier and subsequent inverse Fourier transform of a specified boundary condition, all six of the field components are calculated in all space. This is an attractive method, as the result is an exact solution to Maxwell’s equations that captures nonconstant transverse field distributions. Plane waves are, of course, also exact but are infinite in extent and, hence, physically unrealistic. Conversely, the Hermite–Gaussian modes and their lowest-order paraxial terms are solutions that capture realistic focusing but are only approximations.

To derive the asymmetric laser field solution, the transverse field distribution in the focal plane \( z=0 \) is formally specified: \( E_i(x,y,z=0) \). This is then Fourier transformed in both transverse dimensions,

\[
A_i(p,q) = \frac{1}{\lambda_0^2} \int_{R^2} E_i(x,y,z=0)e^{-ik_0(px+qy)} \, dx \, dy,
\]

and this transform is then inverted,

\[
E_i^a(x,y,z) = \int_{R^2} A_i(p,q)e^{ik_0(px+qy+zm)} \, dpdq,
\]

where \( m = (1-p^2-q^2)^{1/2} \) is the longitudinal direction cosine of the outgoing plane waves, \( k_0 = 2\pi/\lambda_0 \) is the wavenumber, and the \( \exp[-i(\omega t + \phi_0)] \) time dependence has been suppressed. As the field is plane polarized, the electric field component \( E_\gamma = 0 \), and the remaining field components are

\[
\begin{align*}
E^a_x &= i\delta_p \int_{R^2} A_i(p,q)e^{ik_0(px+qy+zm)} \, dpdq, \\
B^a_x &= i\delta_p \int_{R^2} A_i(p,q)e^{ik_0(px+qy+zm)} \, dpdq, \\
B^a_y &= \int_{R^2} A_i(p,q)me^{ik_0(px+qy+zm)} \, dpdq \\
&\quad - \delta_p \int_{R^2} A_i(p,q) \frac{e^{ik_0(px+qy+zm)}}{m} \, dpdq, \\
B^a_z &= i\delta_q \int_{R^2} A_i(p,q)e^{ik_0(px+qy+zm)} \, dpdq,
\end{align*}
\]

where \( \delta_p = k_0^{-1} \partial_p \). The fully symmetric solution is then found by repeating this calculation with \( B_i(x=0) \) and \( B_z \) = 0 specified and averaging the two results.

Cichitelli et al., Quesnel and Mora, and Varga and Török have derived an exact laser field model in this way by imposing a Gaussian field boundary condition in the focal plane; that is, \( E_i(x,y,z=0) = E_0 \exp[-r^2/w_0^2] \), where \( r^2 = x^2 + y^2 \) and \( w_0 \) is the waist. Here, consider the more-general flattened Gaussian distribution,

\[
E_i(x,y,z=0) = E_0 \sum_{N=0}^\infty A_N \left( \frac{r^2}{w_0^2} \right)^N e^{-i(\omega t + \phi_0)} ,
\]

where the parameters \( A_N \) are a set of arbitrary constants describing the detailed structure of the laser profile. Note that this reduces to the Gaussian case for \( A_0 = 1 \) and \( A_{N>0} = 0 \). The Fourier transform follows as

\[
A_i(p,q) = \left( \frac{E_0}{\pi \epsilon} \right) e^{-b^2/\epsilon^2} \sum_{N=0}^\infty A_N \hat{L}_N \left( \frac{b^2}{\epsilon} \right),
\]

where \( b^2 = p^2 + q^2 \), \( \epsilon = 2/k_0w_0 \), and \( \hat{L}_N(x) \) is the \( N \)-th-order unassociated Laguerre polynomial. Converting to polar coordinates such that \( p = b \cos \theta \) and \( q = b \sin \theta \) and carrying out the azimuthal integration,
where \( J_n(x) \) is the \( n \)th order Bessel function of the first kind, and \( \Xi \) denotes \( 2e^{-2} \sum_{N=0}^{\infty} A_N N! \) throughout. The upper bound of integration has been restricted by the radiation condition, meaning that only forward-propagating plane waves contribute to the final beam; evanescent waves do not. From Eqs. (1)–(4), then, the remaining asymmetric field components follow as

\[
E_z = i \sum_{N=0}^{\infty} \hat{A}_N \int_0^1 e^{-i \xi^2 \frac{b^2}{\epsilon^2}} J_0(k_0 r b) L_N \left( \frac{b^2}{\epsilon^2} \right) bdb,
\]

\[
B_r = \sum_{N=0}^{\infty} \hat{B}_N \int_0^1 e^{-i \xi^2 \frac{b^2}{\epsilon^2}} J_0(k_0 r b) L_N \left( \frac{b^2}{\epsilon^2} \right) bdb,
\]

\[
B_\theta = \sum_{N=0}^{\infty} \int_0^1 e^{-i \xi^2 \frac{b^2}{\epsilon^2}} J_0(k_0 r b) L_N \left( \frac{b^2}{\epsilon^2} \right) bdb,
\]

\[
B_\phi = \sum_{N=0}^{\infty} \hat{A}_N \int_0^1 e^{-i \xi^2 \frac{b^2}{\epsilon^2}} J_0(k_0 r b) L_N \left( \frac{b^2}{\epsilon^2} \right) bdb.
\]

This holds for arbitrary complex values of \( A_N \), allowing for a large amount of flexibility in specifying the field profile. For any focal plane field distribution \( f(\xi) \exp(-\xi) \), the constants \( A_N \) are simply the MacLaurin series coefficients, \( A_N = \{ f^{(N)}(0) \}/N! \), where \( \xi = r^2/w_0^2 \) and \( f^{(N)}(\xi) \) is the \( N \)th derivative of \( f(\xi) \) with respect to \( \xi \).

The fully symmetric flat-top fields can now be found by repeating the calculation with \( B_r(z=0) \) having the form of Eq. (5) and averaging the two solutions. The real electric field components are then

\[
E_x(x,y,z) = \frac{E_0}{\epsilon^2} \left( 1 + \frac{x^2 - y^2}{k_0 r^2 I_2 - k_0 r I_3} \right),
\]

\[
E_y(x,y,z) = \frac{E_0}{\epsilon^2} \frac{xy}{k_0 r^3 (2I_2 - k_0 r I_3)},
\]

\[
E_z(x,y,z) = \frac{E_0}{\epsilon^2} \frac{r}{r I_4}.
\]

The magnetic field is formally identical with the roles of \( x \) and \( y \) reversed, and the integrals \( I_n \) are defined as

\[
I_1 = \sum_{N=0}^{\infty} \hat{A}_N \int_0^1 e^{-i \xi^2 (m + \xi^2)} \sin(\phi_m) J_0(\Lambda) L_N(\xi^2) d\xi,
\]

\[
I_2 = \sum_{N=0}^{\infty} \hat{A}_N \int_0^1 e^{-i \xi^2} \sin(\phi_m) J_1(\Lambda) L_N(\xi^2) (1 - m^2) d\xi,
\]

\[
I_3 = \sum_{N=0}^{\infty} \hat{A}_N \int_0^1 e^{-i \xi^2} \sin(\phi_m) J_0(\Lambda) L_N(\xi^2) (1 - m^2) d\phi_m,
\]

\[
I_4 = \sum_{N=0}^{\infty} \hat{A}_N \int_0^1 e^{-i \xi^2} \kappa(\cos(\alpha m) J_1(\Lambda) L_N(\xi^2) dm.
\]

Some ambiguity occurs when computing these fields as \( r \) approaches zero. In fact, this limit can be computed exactly for each of the field components. As one may expect by the symmetry of the system, the longitudinal \( (E_z,B_z) \) and secondary transverse \( (E_r,B_r) \) fields tend to zero while the primary transverse electric field component \( E_x \) obeys

\[
\lim_{r \to 0} E_x = \frac{1}{4} \int_0^1 e^{-i \xi^2} \sin(\phi_m) L_N(\xi^2) (m + 1)^2 dm,
\]

and \( B_z \) satisfies the same relation ensuring smooth, continuous fields. This on-axis integration for the asymmetric fields has been carried out in closed form, assuming a loose focus by Borghi et al.\textsuperscript{22}

3. EXACT SERIES SOLUTION FOR A FLATTENED GAUSSIAN MODE LASER

As already noted, the integrals in Eqs. (6)–(8) have been derived previously for a purely Gaussian laser mode in this form by both Quesnel and Mora\textsuperscript{8} and Varga and Török\textsuperscript{17} and in asymmetric form by Cicchitelli et al.\textsuperscript{1} In each case, the solution was presented only in integral form. The exact analytical solution of the related integrals from the asymmetric form has recently been derived by noting that they are in the form of Gegenbauer’s finite integral.\textsuperscript{43} This does, in fact, yield a field model identical to Eqs. (6)–(8) after symmetrization, including all flattened and annular Gaussian modes. The resulting field equations, however, are cumbersome. Here, an alternate solution following the same technique is presented now, evaluating the symmetric \( I_1 - I_4 \) directly instead of the asymmetric integrals of Section 2. The simplicity of the resulting expressions for the electromagnetic field components, generated by only redefining the expansion coefficients thereby creating no additional runtime computational overhead, makes this an attractive alternative.

A. Fourier–Gegenbauer Formalism

Each of the integrals \( I_1 - I_4 \) is of the general form,

\[
\int_0^{\pi/2} f_\alpha(\theta) \sin^{\alpha+1/2} \theta J_\mu(\Lambda) h_{\gamma} \sin(\phi_m) e^{i k r \cos \theta} d\theta.
\]

This possesses an exact analytical solution when the function \( f_\alpha(\theta) \) can be recast in a Fourier–Gegenbauer series, as described in Watson\textsuperscript{17} or Kant.\textsuperscript{48} To derive this solution, we first expand the function \( f_\alpha(\theta) \) using the orthogonal Gegenbauer polynomial basis.
\[ f_n(\theta) = \sum_{s=0}^{\infty} a^{\mu-1/2}_{s,d} C_s^\mu(\cos \theta), \]  \hspace{1cm} (11)

where \( C_s^\mu(t) \) are the Gegenbauer polynomials.\(^{49}\) The expansion coefficients are defined as

\[ a^{\mu-1/2}_{s,d} = N_s^{\mu-1/2} \int_0^{\pi/2} f_n(\theta) \cos^d \theta C_s^\mu(\cos \theta) \sin^{\mu+1/2} \theta \, d\theta, \]  \hspace{1cm} (12)

in which the proportionality constant \( N_s^{\mu-1/2} \), derived from the orthogonality properties of the Gegenbauer polynomials, is

\[ N_s^{\mu-1/2} = \frac{2^{2\mu}(s+\mu)!\Gamma(\mu)\Gamma(s+1)}{2\pi \Gamma(s+2\mu)}, \]

where \( \Gamma(x) \) is the \( \Gamma \)-factorial function. Substituting the expansion of Eq. (11) into the general form of Eq. (10), the integration can be carried out directly, yielding

\[ 2 \sum_{s=0}^{\infty} a^{\mu-1/2}_{s,0} 2^{\mu-1/2} \left( \frac{r}{\rho} \right)^{\mu-1/2} C_s^\mu \left( \frac{z}{\rho} \right) J_{\mu-1/2+s}(k_0 \rho), \]  \hspace{1cm} (13)

where \( \rho = \sqrt{r^2+z^2} \), \( i = -1 \), and \( j_n(x) \) is the \( n \)-th-order spherical Bessel function of the first kind.\(^{49}\) All that remains to complete the integration is to determine the values of the expansion coefficients. Thus, instead of evaluating Eq. (10), only Eq. (12) needs to be calculated.

The Gegenbauer polynomials arising in Eqs. (11) and (12) satisfy the recursion relation

\[ s C_s^\mu(t) = 2(\mu + s - 1) t C_{s-1}^\mu(t) - (2\mu + s - 2) C_{s-2}^\mu(t) \]

for \( s = 2, 3, 4, \ldots \), where the first two polynomials are \( C_0^\mu(t) = 1 \) and \( C_1^\mu(t) = 2\mu t \). Given this recursive definition, computing the coefficients in a simple closed form for all \( s \) is not trivial. Instead, consider \( a^{\mu-1/2}_{s,d} \) for all \( d = 0, 1, 2, \ldots \). Following from the properties of the Gegenbauer polynomials, then,

\[ a^{\mu-1/2}_{1,d} = 2\mu \frac{N_1^{\mu-1/2}}{N_0^{\mu-1/2}} a^{\mu-1/2}_{0,d+1}, \]  \hspace{1cm} (14)

and the remaining coefficients are found from

\[ a^{\mu-1/2}_{s,d} = \frac{2(\mu + s - 1)}{s} \left( \frac{N_s^{\mu-1/2}}{N_{s-1}^{\mu-1/2}} \right) a^{\mu-1/2}_{s-1,d+1} - \frac{2\mu + s - 2}{s} \left( \frac{N_s^{\mu-1/2}}{N_{s-2}^{\mu-1/2}} \right) a^{\mu-1/2}_{s-2,d+1} \]  \hspace{1cm} (15)

for all \( s = 2, 3, 4, \ldots \), and \( d = 0, 1, 2, \ldots \). Thus computing the integrals having the form of Eq. (10) has finally been reduced to evaluating integrals of the form

\[ a^{\mu-1/2}_{0,d} = N_0^{\mu-1/2} \int_0^{\pi/2} f_n(\theta) \cos^d \theta \sin^{\mu+1/2} \theta \, d\theta \]  \hspace{1cm} (16)

for \( f_n(\theta) \), as defined by Eq. (10).

### B. Gaussian Laser Fourier–Gegenbauer Solution

With the formalism of the solutions established, the details for each of the four integrals in Eqs. (6)–(8) can be worked out. First, the simpler pure Gaussian laser profile is worked out to illustrate the technique. Once this is complete, the result is extended to the general flattened Gaussian.

Each of the integrals \( \int_0^1 \)–\( \int_4 \) are in the form of Eq. (10). Considering the order of the Bessel functions, the integrals \( \int_1 \) and \( \int_3 \) have \( \mu = 1/2 \), and \( \int_2 \) and \( \int_4 \) imply \( \mu = 3/2 \). To take full advantage of the similarities among these integrals, the integrals \( \int_2 \) and \( \int_4 \) are recast to a \( \mu = 1/2 \) form such that

\[ I_2 = \frac{1}{k_0 \partial r} \int_0^1 e^{-r^2} \left( \frac{e^{i\phi_m} - e^{-i\phi_m}}{2i} \right) J_0(\lambda) dm, \]

\[ I_4 = \frac{1}{k_0 \partial r} \int_0^1 e^{-r^2} (m+1) \left( \frac{e^{i\phi_m} + e^{-i\phi_m}}{2} \right) J_0(\lambda) dm, \]

recalling that \( \zeta^2 = (1-m^2)/\epsilon^2 \), \( \lambda = k_0 \sqrt{1-m^2} \), and \( \phi_m = \omega_0 t + \phi_0 - k_0 z m \). Now, as all of the integrals have been posed in a form such that \( \mu = 1/2 \), all \( \mu - 1/2 \) indices will henceforth be suppressed.

The simplest function is that of \( I_2 \), in which \( f_2 \) is given directly as

\[ f_2(\cos \theta) = e^{-r^2} = e^{(\cos^2 \theta - 1)/\epsilon^2}, \]

where the variable has been changed according to \( m = \cos \theta \) to match the formalism of the Subsection 3.A. Following the model outlined above, this function is expanded in a Fourier–Gegenbauer series with \( \mu = 1/2 \), and the \( s = 0 \) and \( d = 0, 1, 2, \ldots \), expansion coefficients are from Eq. (16),

\[ \hat{b}_{0,d} = \frac{1}{2} \left( e^{-i\epsilon^2} \right)^d \left( \frac{d+1}{2} - e^{-1/\epsilon^2} \right), \]  \hspace{1cm} (18)

where \( \gamma(a,x) \) is the lower incomplete \( \Gamma \) function defined by

\[ \gamma(a,x) = \int_0^x e^{-t} t^{a-1} dt \]

for integer \( n \). The \( s > 0 \) terms then follow from Eqs. (14) and (15) as

\[ \hat{b}_{1,d} = 3\hat{b}_{0,d+1}, \]

\[ \hat{b}_{s,d} = \left( \frac{2s-1}{s} \right) \left[ \hat{b}_{s-1,d+1} - \left( \frac{s-1}{2s-3} \right) \hat{b}_{s-2,d} \right]. \]  \hspace{1cm} (19)

Thus, to determine the first \( S \) expansion coefficients in the Fourier–Gegenbauer series, each of the constants \( \hat{b}_{0,d} \) must be computed for \( d = 0, 1, 2, \ldots, S-1 \).

The other integrals \( \int_1 \), \( \int_3 \), and \( \int_4 \) simply multiply the driver function \( f_2(\theta) \) by powers of \( m = \cos \theta \). For example, \( f_1(\theta) = e^{(-\xi^2)/2} (m + m^2) = \cos \theta \cos^2 \theta f_2(\theta) \). From the definition of the coefficients [cf. Eq. (12)] then, multiplying by...
the \( k \)th power of \( m = \cos \theta \) is equivalent to incrementing \( d \) by \( k \). Thus, the expansion coefficients arising from \( f_2(\theta) \), \( \hat{a}_{s,d} \), can be simply related to those of \( f_2(\theta) \) by employing Eq. (12):

\[
N_s \int_0^1 f_2(\theta)(\cos^{2s+1} \theta + \cos^{2s+2} \theta) C_1^{2s+1}(\cos \theta) d(\cos \theta) = N_s \int_0^1 f_1(\theta) \cos^{d+1}(\cos \theta) d(\cos \theta),
\]

yielding the relation,

\[
\hat{a}_{s,d} = \hat{b}_{s,d+1} + \hat{b}_{s,d+2}.
\]

Carrying on this process for the remaining integrals, the expansion coefficients for each integral can be easily related to those from \( f_2(\theta) \), yielding

\[
\begin{align*}
\hat{c}_{s,d} &= \hat{b}_{s,d} - \hat{b}_{s,d+2}, \\
\hat{d}_{s,d} &= \hat{b}_{s,d} + \hat{b}_{s,d+1},
\end{align*}
\]

for \( f_3 \) and \( f_4 \), respectively. Therefore, to carry \( S \) terms in each of the four series, only \( S + 2 \) constants need to be known: namely, \( \hat{b}_{0,0}, \hat{b}_{0,1}, \ldots, \hat{b}_{0,S+1} \). The rest follow from the known recursions of Eqs. (19). In fact, this is the same number required in the asymptotic solution referenced above.\(^{43}\) As an example, Fig. 1 shows the four coefficients for \( w_0 = 0 \). In this case, only 20 terms are necessary to evaluate each integral. In fact, as the focusing tightens, these series converge more quickly, as described in Subsection 3.C.

Finally, the exact symmetric Maxwell wave-equation solution for a Gaussian focused beam, given in Eqs. (6)–(8), can be stated in terms of the Fourier–Gegenbauer expansion and the associated coefficients:

\[
E_2(x,t) = E_0 \left( \frac{2}{\epsilon^2} \right) \sum_{s=0}^{\infty} \sin \varphi_s \left( \hat{a}_{s,0} + \frac{y^2}{r_s^2} \right) C_1^s \left( \frac{z}{\rho} \right) j_s(k_0 \rho) - \left( \frac{x^2 - y^2}{k_0 \rho} \right) \hat{b}_{s,0} \rho \left[ C_1^s \left( \frac{z}{\rho} \right) j_s(k_0 \rho) \right],
\]

\[
E_3(x,t) = -E_0 \left( \frac{2}{\epsilon^2} \right) \left( \frac{x}{r_0} \right) \sum_{s=0}^{\infty} \sin \varphi_s \left( 2 \hat{b}_{s,0} \rho \left[ C_1^s \left( \frac{z}{\rho} \right) j_s(k_0 \rho) \right] + (k_0 \rho) \hat{c}_{s,0} C_1^s \left( \frac{z}{\rho} \right) j_s(k_0 \rho) \right),
\]

\[
E_4(x,t) = -E_0 \left( \frac{2}{\epsilon^2} \right) \left( \frac{x}{r_0} \right) \sum_{s=0}^{\infty} \cos \varphi_s \left( 2 \hat{b}_{s,0} \rho \left[ C_1^s \left( \frac{z}{\rho} \right) j_s(k_0 \rho) \right] + (k_0 \rho) \hat{c}_{s,0} C_1^s \left( \frac{z}{\rho} \right) j_s(k_0 \rho) \right),
\]

where \( \varphi_s = \omega_0 \rho + \phi_0 - s \pi / 2 \). The magnetic field is identical following the transformation \((x, y) \rightarrow (y, x)\), and the derivative terms can be simply evaluated, giving

\[
\hat{a}_s \left[ C_1^{2s+1} \left( \frac{z}{\rho} \right) j_s(k_0 \rho) \right] = \left( \frac{8z}{k_0 \rho} \right) \left[ \left( \frac{z}{\rho} \right) C_1^{s+1} \left( \frac{z}{\rho} \right) \right] - C_1^{s+1} \left( \frac{z}{\rho} \right) j_s(k_0 \rho) + \left( \frac{r}{\rho} \right) C_1^{s+1} \left( \frac{z}{\rho} \right) \times \left[ j_{s+1}(k_0 \rho) - (s + 1) j_{s+1}(k_0 \rho) \right] 2s + 1,
\]

adopting the convention that \( C_1^{2s+1}(x) = 0 \).

C. Limits, Comments, and Discussion

As this solution is derived from an orthogonal polynomial representation instead of through perturbative corrections to the paraxial wave equation, no requirements are made explicitly on the magnitude of the diffraction angle, \( \epsilon \). In fact, in direct contrast to these perturbative solutions, the series expression derived here converges more quickly for tighter focusing rather than looser focusing. The number of terms required for the Fourier–Gegenbauer series to converge is found to be \( S \sim 20(w_0 / \lambda_0) \). For example, when \( w_0 = \lambda_0 \), only 20 terms are required in each series, but when \( w_0 = 10 \lambda_0 \), 200 terms are required. This follows from the form of the functions, \( f_n(\theta) \) modeled by the Fourier–Gegenbauer expansion in the integrals \( I_1 - I_4 \). Figure 2 shows the case of \( f_2(\theta) \) for several values of \( \epsilon \). When \( w_0 \approx 10 \lambda_0 \), the functions \( f_n(\theta) \) become sharply peaked at \( \theta = 0 \), making them difficult to express using this technique. As the waist \( w_0 \) approaches the laser wavelength \( \lambda_0 \), however, the function spreads out in \( \theta \) and becomes increasingly easy to capture through such a Fourier–Gegenbauer model. This creates an ideal situation. The perturbative nonparaxial series solutions derived previously\(^{13-16}\) have been used with great success for waists of the order of several wavelengths, but as \( w_0 \)
corresponding here to

\[ E_0 = \left( \frac{2\delta_{0,0} + \xi_{0,0}}{e^2} \right) \]

\[ = \left[ \frac{1}{4}(3 - 2e^{-1/\epsilon^2}) - i \left( \frac{2 - e^2}{8\epsilon} \right) \right] E_0. \]

The magnitude of the field at the focus differs as much as 3.4\% from \( E_0 \) as the spot size \( 2w_0 \rightarrow \lambda_0 \). This is shown explicitly in Fig. 3. For large spot sizes, this effect is negligible, and \( \lim_{w_0 \rightarrow \lambda_0} E_s = E_0 \). Borghi et al. have also calculated the Gaussian field distribution on the laser axis analytically,\(^{22}\) but that solution failed to capture this effect as their boundary condition only specified a transverse Gaussian electric field, and no corresponding Gaussian magnetic field condition was imposed. This solution was, in fact, the asymmetric form.

D. Flattened Gaussian Solution

With the purely Gaussian case worked out, the general flattened Gaussian fields follow naturally and, in fact, can be defined in terms of the simpler Gaussian case. Higher-order non-Gaussian terms added to the angular spectrum of the Gaussian driver functions \( f_n(\theta) \) and employing the binomial theorem, the flattened Gaussian electric field, and no corresponding Gaussian magnetic field condition was imposed. This solution was, in fact, the asymmetric form.

The limit of this solution as \( r \rightarrow 0 \) is stated in integral form in Eq. (9). In terms of this analytical solution, the integral becomes

\[ \lim_{r \rightarrow 0} E_x = e^{-2\epsilon} E_0 \sum_{s=0}^{\infty} (2\delta_{s,0} + \xi_{s,0}) \int_{k} \sin \varphi \sin \varphi. \]

This leads to the interesting result that due to the symmetrization of the solution, the amplitude of the wave at the focus—i.e., \((x, y, z) = (0, 0, 0)\)—is not, in general, equal to \( E_0 \) but is given by

\[ \lim_{r \rightarrow 0} E_x = \left( \frac{2\delta_{0,0} + \xi_{0,0}}{e^2} \right) E_0 \]

\[ = \left[ \frac{1}{4}(3 - 2e^{-1/\epsilon^2}) - i \left( \frac{2 - e^2}{8\epsilon} \right) \right] E_0. \]

Fig. 2. (Color online) Transform function \( f_d(\theta) = \exp[\cos^2 \theta - 1/\epsilon^2] \) from \( I_d \) for several values of \( \epsilon = \lambda_0/\pi w_0 \). Note that as the focusing lossens, the laser beam becomes directed only along \( \hat{z} \), corresponding here to \( \theta = 0 \). That is, the diffraction lessens as expected.

Fig. 3. (Color online) Value of \( E_x/E_0 \) at the focus as a function of the spot size, \( w_0 \). This follows as \( (2\delta_{0,0} + \delta_{0,0}) \epsilon^2 \) from Eq. (22).
expansion coefficients are again defined by Eq. (12) this is formally equivalent to simply incrementing \( d \) by \( 2N - 2k \). Thus, the expansion coefficients for \( G_k^N(\theta) \), \( \hat{b}^N_{s,d} \) can be related to the Gaussian terms \( \hat{b}^N_{s,d} \) by

\[
\hat{b}^N_{s,d} = \sum_{l=0}^{N} \sum_{k=0}^{l} (-1)^{l-N-k} \frac{N!e^{-2\beta}b_{s,d}\cdot 2\pi^{N-2k}}{(N-l)!(l-k)!k!}
\]  

(23)

and the corresponding coefficients for \( I_1, I_3 \), and \( I_4 \) again obey the relationships given in Eqs. (20) and (21) for each \( N \).

Thus, including up to the \( N \)th order of the flattened Gaussian only necessitates the calculation of \( 2N \) additional terms of \( \hat{b}^N_{s,d} \), meaning that, if \( S \) terms are to be retained in each series, and \( N \) flattened Gaussian terms will be included, only the coefficients \( \hat{b}^N_{0,0}, \hat{b}^N_{0,1}, \ldots, \hat{b}^N_{0,S+2N+1} \) need to be computed. The remaining terms are computed using the recursions of Eqs. (14), (15), and (23).

This formal symmetry extends to the full expressions for the exact flattened Gaussian electric field

\[
E_s(x,t) = E_0 \left( \frac{2}{e} \sum_{N=0}^{\infty} \frac{\hat{A}_N}{N!} \sum_{s=0}^{\infty} \sin \varphi_s \left( \frac{\sigma_s N_0 + y^2}{r^2} \right) C_s^{1/2} \left( \frac{z}{\rho} \right) j_s(k_0 \rho) \right)
\]

\[
\times \left( \frac{2}{\rho} \sum_{N=0}^{\infty} \frac{\hat{A}_N}{N!} \sum_{s=0}^{\infty} \sin \varphi_s \left( \frac{\sigma_s N_0 + y^2}{r^2} \right) C_s^{1/2} \left( \frac{z}{\rho} \right) j_s(k_0 \rho) \right)
\]

\[
- E_0 \left( \frac{2}{e} \sum_{N=0}^{\infty} \frac{\hat{A}_N}{N!} \sum_{s=0}^{\infty} \cos \varphi_s \left( \frac{\sigma_s N_0 + y^2}{r^2} \right) C_s^{1/2} \left( \frac{z}{\rho} \right) j_s(k_0 \rho) \right)
\]

and again, the magnetic field components are identical save for the rotation \((x,y) \rightarrow (y,x)\).

4. CONCLUSION

The six symmetric electromagnetic field components of a focused laser with a general, flattened Gaussian transverse profile have been derived exactly in integral form by the use of Fourier transforms. Such a derivation has, in fact, been performed previously for a purely Gaussian profile\( ^{1,8,17} \) and for a flattened Gaussian.\(^{43} \) Under tight focusing conditions—i.e., \( \omega_0 \approx 10 \lambda_0 \)—the integrals are difficult and computationally expensive to evaluate, and for larger spot sizes become nearly impossible because of the sharply peaked integrand. A cumbersome series solution valid for small spot sizes has also recently been developed by making use of a Fourier–Gegenbauer expansion. In this paper, a similar approach has been taken, but by making a better choice in defining the expansion coefficients, the complexity of the resulting field expressions for both a Gaussian focal plane profile and the more general flattened Gaussian has been greatly reduced, without the addition of any computational overhead. That is, the same number of Gegenbauer polynomials, spherical Bessel functions, and expansion coefficients must be computed to retain equal numbers of terms in the expansion.

Interestingly, when the limiting value of the fields is computed at the focus—that is, at \((x,y,z)=(0,0,0)\)—the laser amplitude is found to deviate from the nominal \( E_0 \) by as much as \(-3.4\% \). This is a result of the symmetrization of the solution; that is, the averaging of the separate \( E_x \) and \( B_y \) flattened Gaussian boundary condition fields.

The analytical focused field model derived in this paper allows for direct and accurate modeling of laser interactions as the spot size approaches the laser wavelength for a host of beam profiles. In the standard Hermite–Gaussian solutions, the wave equation is solved through a perturbative series expansion that requires more terms to converge as the spot size decreases. The series solution presented here, in fact, provides a full vector field model with the flexibility to model a wide array of beam profiles while requiring fewer and fewer terms as the spot size approaches a single wavelength, thereby making it attractive for many problems of current interest, including electron acceleration\(^ {50–52} \) monochromatization of polychromatic electron beams,\(^ 7 \) laser micromachining,\(^ {34} \) and direct acceleration of electrons in vacuum.\(^ {1,4,9–11,53,54} \)

For some time, paraxial and series representations have sufficed, but as laser focusing and intensities reach ever-higher levels, an accurate and robust field model is essential. The exact solution derived here satisfies that requirement and represents a true technological convergence as computing power has also risen in coincidence with laser and optical limits, now allowing such exact solutions to be evaluated and applied to practical laser problems.
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