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Back from the Future to the 1960’s 
……. and then back again: 

 

 From Atomic Many-Body Physics  
to Quantum Computing 
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MY personal future: 2015 -….. ? 
Unconventional computing 

UCOMP 
Quantum, neuromorphic, ….. 
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The future: 2015 ….. 
Unconventional computing 

Fano resonances &  
Giant dipole resonances (GDR) 

Multiphoton ionisation 
1967-1987 

Back from the Future  
to good old times, 
the 1960’s 
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The future: 2015 …. 
Unconventional computing 

Fano resonances &  
Giant dipole resonances (GDR) 

Multiphoton ionisation 
1967-1987 

Lots of hard work  
in those days, 
exploring new 

avenues ….. 

Back  from the Future … 
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The future: 2015 …. 
Unconventional computing 

Fano resonances &  
Giant dipole resonances (GDR) 

Multiphoton ionisation 
1967-1987 

Back from the 
Future to 1975 J 

Carry-le-Rouet, 1975 
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The future: 2015 …. 
Unconventional computing 

Fano resonances &  
Giant dipole resonances (GDR) 

Multiphoton ionisation 
1967-1987 Well ..……. 

back again 
to 2015 …. 

And back to the 
Roots!! 

Giant dipole resonances 
(GDR) once more.  

Multiphoton ionisation 
!!! 
J 
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Haensel et al. 
DESY 1969 

1969 à 2015 
Reviving the Xe GDR 
collective resonance 

4d  

1969  à  2015 
1969 

Collective  
resonance 

Synchrotron 
radiation 
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Haensel et al. 
DESY 1969 

Santra et al. 
DESY 2015 

Xe 4d  
2-photon 1 electron 

ionisation  
FEL 

105 eV 
TOF Xe+ 

1969 à 2015 
Reviving the Xe GDR 
collective resonance 

4d  

1969  à  2015 
1969 

FEL 

2015 

105 eV 
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1 or 2 collective resonances ?? 
Santra et al. DESY 2015, Theory TDCIS 
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σ ∼ ω |<4d|             |εf>|2 

Re ε(ω)	



Im ε(ω)	



Phys. Lett. 
1971 

COLLECTIVE RESONANCE IN 
THE 4d 10 SHELL IN ATOMIC Xe 

σ0 

σ0/|ε(ω)|2 

Santra et al. 2015 
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σ ∼ ω |<4d|             |εf>|2 

Re ε(ω)	



Im ε(ω)	



Phys. Lett. 
1971 

COLLECTIVE RESONANCE IN 
THE 4d 10 SHELL IN ATOMIC Xe 

σ0 

σ0/|ε(ω)|2 
True resonance 
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1975 

Giant dipole resonance 

Introduction of the concept of  
atomic Giant Dipole Resonance; 
Cocept borrowed from nuclear physics 
Collective effects from solid-state and plasma physics 
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4d-f singles + 4d5p-fp doubles  à “TDCISD”  

4d Ba RPAE + 5p-relaxation  1975 

4d-f RPAE 
+ 5p6 

relaxation 
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-- 

 Journal of Physics B: Atomic and Molecular 
Physics Volume 11 Number 24 

1978 
 

Perturbation theory in a strong-interaction 
regime with application to 4d-subshell spectra 

of Ba and La 
 

G Wendin and A F Starace 
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Screening in multi-photon ionisation 

+ -- 
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Screening in multi-photon ionisation 

+ -- 

Effective driving field/dipole op. 
All e-ph vertices screened 
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2-photon 1-electron ionisation (1984-88)  
 with Anne L’Huillier & Lars Jönsson 

ω ≤ ωΙ	



ω ≥ ωΙ	



Xe 5p 2-photon 1-electron ionisation 
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LDRPA 

LDA ωΙ	



Xe 5p 2-photon 1-electron ionisation 
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5p E 

Νω	

 Νω	



E 

4d 

Ωmax 

Ω Ω 
Ω 

E E 

ε	



f 

ε	

 ε	



5p 

Canonical 3-step Harmonic Generation (HHG) 

+ 

1. Quasi-static Ponderomotive field ionisation 

3. (Resonant) radiative recombination: 

2. Propagating field- 
 driven electron 
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HHG resonant enhancement 

HHG enhancement due to  
4d-f collective resonance 

Stefan Pabst and Robin Santra 

Left: Frolov, ..., Starace, 
PRL, 2009. 

ΔE  ~ N/λ	



Wendin: 4d-f collective 
resonance enhancement 
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 From Atomic Many-Body Physics  
to Quantum Computing 
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-­‐  Coherence	
  
-­‐  Superposi.on	
  
-­‐  Parallelism	
  
-­‐  Entanglement	
  
-­‐  Scaling	
  up	
  
-­‐  Bea.ng	
  Nature	
  …..	
  
 

Schrödinger cat problem:  
Keeping a large quantum memory  
alive “forever” 
 

Needs sophisticated technology 
High-fidelity gate operations 
Quantum Error Correction (QEC) 

Quantum computing challenges 

QC solves problems by generating 
and interpreting dynamics of 
quantum wave patterns in 
registers of quantum bits 
(qubits;       ) – “quantum matter” 
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♣ What are different types of quantum computers? 

Status of Quantum computing 

Only	
  small	
  systems	
  for	
  proof-­‐of-­‐concept	
  exist	
  -­‐	
  "toy	
  QC":	
  
	
  
•  NMR	
  (12	
  qubits)	
  
•  Ion	
  traps	
  (14	
  qubits)	
  
•  Superconduc;ng	
  Transmon	
  	
  

	
  qubits-­‐circuit-­‐QED	
  (9	
  qubits)	
  
•  Spins	
  in	
  diamond	
  NV	
  centers	
  (6	
  qubits)	
  
•  Photonics	
  (6	
  qubits?)	
  
	
  	
  
	
  
	
  
NOTE:	
  The	
  incoherent(?)	
  D-­‐Wave	
  1100	
  flux-­‐qubit	
  machine	
  is	
  
not	
  a	
  QC	
  –	
  probably	
  represents	
  a	
  QA	
  (quantum	
  annealer)	
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Processing - memory – communication  

Picture adapted from Peter Zoller et al. (2005) 

Josephson junctions (JJ)"

Spins 
(QD, NVC, ..) 

BE cond. 
Cold gases 

Hybrid cavity/circuit QED 

Micro- 
mechanical 

devices 
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♣ What are the applications and 
implications of quantum computing? 
 
Short/medium term:  
Optimisation, quantum annealing for Ising models 
Simulation of problems in Physics beyond the reach of 
classical computers  
 
Long-term:  
Analog computing: simulation, Ising models, Chemistry, … 
Digital computing: 
Big data, search, machine learning …. 
Simulation of problems in Chemistry and Materials science 
 
 

Applications 
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Computational Complexity 
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Computational Complexity 
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Unconventional computing 
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There is a widespread(?) view that you can solve NP-
hard problems with UCOMP . 
 

E.g. the Adleman’s DNA solution of the Travelling 
Salesman (TSP) problems in 1994 indeed solved a 
small NP-hard problem. 
 

TSP an NP-hard problem, but it is all about SCALING 
and hard instances. 
 

One way or another, ultimately you will need 
exponential resources (time or space).  
 
Even for Quantum Computers. 

Solve NP-hard problems ???? 
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So, there is a widespread view that you can solve NP-
hard problems with UCOMP 

Solve NP-hard problems?  



!
31!
 

TonyFest, Lincoln,  22 August 2015! Göran Wendin 

“1st Law”: 
"You don't solve NP-hard problems unless you have an 

ORACLE giving you a solution to be verified.” 
 

“2nd Law”: 
"You don't have any ORACLE, and you will never get one”. 

 
“3rd Law”: 

Nature is physical and does not solve NP-hard problems 

Wendin’s Laws of Computing: J 

But then there is also 

Solve NP-hard problems? … hardly!!  
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The Problem: 
-  Nature is physical and does not solve NP-hard 

problems 
-  Many physical problems are NP-hard (e.g. the 

exact ground state wave function of a molecule, 
or the exact Kohn-Sham density functional. 

-  The Brain (?) 
How come we exist … ?? 
I guess Nature is  
-  An analog “computer/simulator” 
-  Optimising things 
-  Providing approximate solutions 
-  Evolution does the rest …. 

How come we exist …. ?? 
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Qubit register  - both memory and processor 

Quantum computing means 
performing operations directly 
on the qubit memory:!
!
Driving individual qubits with !
-  static electric & magn. fields"
-  Microwave transmission lines"
-  lasers 

Coupling pairs of qubits by !
-  hardwired circuits"
-  Driving/biasing fields switched on and off 

Reading out the state of a selection of qubits (memory) by !
-  switching on and off coupling to measurement devices 

Digital QC: Gate operations, protocols, algorithms!
Analog QC: Optimization – toward minimum in energy landscape 
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Qubit register  - both memory and processor 

Digital QC: Gate operations, protocols, 
algorithms!
!

Analog QC: Optimization – toward minimum 
in energy landscape 
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Qubit memory register of spins  (like e.g. in NMR) 

Quantum: Superposition of  all 2N configurations       à!
|ψ> = a1 |0..00> + a2 |0..01> + a3 |0..10> + … + a(2N-1) |1.. 11>!
!
⇒  Coherence, superpostion, parallelism, entanglement !
⇒  Non-classical correlations  - ”spooky action at a distance”!

Classically: One at a time:  0..00, or 0..01, or 0..10 , ..  or 1..11!

Classically:           or         , 0 or 1  

Quantum:          and       , |0> and |1>  

|ψ> = a1       + a2       =     

|ψ> = a1 |0> + a2 |1>  (vector sum)  

Linear!
super-!

position 

N-(qu)bit register: 2N configurations (e.g. 1 Byte,  28 = 256 states)    

(1 coher.!
state – !
1 vector !!)  
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Coupled transmon qubits!

3 Tmon-cQED 
Circuit/cavity QED 
Resonator coupling 

2 Tmons (Xmon),  
Capacitive coupling 

DiCarlo group, TU Delft (2014)   Martinis group, UCSB (2014)   
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Martinis group, UCSB (2014)   

Quantum computing results (2015)!

First steps toward QEC with the Surface Code 
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The Surface Code Architecture, UCSB  

81 transmon-type qubits 

SURFACE CODES: TOWARDS PRACTICAL LARGE-SCALE . . . PHYSICAL REVIEW A 86, 032324 (2012)
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FIG. 2. (Color online) Schematic evolution of measurement
outcomes (solid circles with ± signs), over a segment of the 2D array.
Time progresses moving up from the array at the bottom of the figure,
with measurement steps occurring in each horizontal plane. Vertical
heavy red (gray) lines connect time steps in which a measurement
outcome has changed, with the spatial correlation indicating an X̂

bit-flip error, a Ẑ phase-flip error, a Ŷ = ẐX̂ error, and temporal
correlation a measurement (M) error, which is sequential in time.

difference from the original |ψ〉 reported by the measurement
outcomes.

Errors occurring in the measurement process itself must
also be considered; one such error will yield a sign change for
that measure qubit only. On the next cycle, this measurement
error will likely vanish, so this error will typically be signaled
by a pair of sequential measurement changes occurring on a
single measure qubit. Note that a measurement error could,
of course, recur on the subsequent measurement, with a lower
probability, and on the measurement following that, with an
even lower probability, and so on. Establishing the value of
a particular measurement therefore requires several surface
code cycles, in order to catch single as well as sequential
measurement errors.

The signal from a measurement error, as it is typically
isolated on a single measure qubit, is distinct from that of a data
qubit error, which is reported by two or more measurements
separated in space. Other types of errors, such as CNOT errors,
are discussed in Ref. [17], and also generate distinct patterns
of sign changes in the measure-X and measure-Z qubits.

If the errors are sufficiently rare, the error signals will be
well-isolated on the 2D array, that is, in space as well as in
time. The error signals can then be matched up to deduce
which specific qubit error occurred, with very high probability
of correctly identifying the error. Given the linearity of a
quantum computer, if all the qubit errors that occur are
correctly identified, it is possible to correct for all these
errors in the classical control software by applying corrective
phase and bit flips to the qubit measurements, as discussed
above. However, if the errors in the array are not so sparse,

error identification becomes less straightforward. The inverse
problem, determining which qubit errors actually occurred to
generate a given set of error signals, does not have a unique
solution, and alternative sets of qubit errors become likely as
the error density increases. If mistakes are made in backing
out the qubit errors, these mistakes will result in erroneous
conclusions about the computational result. Ultimately, this
limits the surface code’s ability to handle errors.

We return to this discussion after introducing the surface
code logical operators.

VI. LOGICAL OPERATORS

How does one perform quantum logic in the surface code?
It may appear that the surface code completely stabilizes the
2D array, and that it therefore locks the quantum system
in a particular state, as in our earlier two-qubit example.
However, the set of surface code stabilizers is actually not
always complete, so the array can have additional degrees of
freedom. These additional degrees of freedom can be used to
define logical operators, the first step in defining a logical
qubit. We can see this by considering the small 2D array
shown in Fig. 3. This array has been drawn with two types
of boundaries, terminating with measure-X qubits on the right
and left, which we call X boundaries, and terminating with
measure-Z qubits on the top and bottom, which we call Z
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FIG. 3. (Color online) A square 2D array of data qubits, with X

boundaries on the left and right and Z boundaries on the top and
bottom. The array has 41 data qubits, but only 40 X̂ and Ẑ stabilizers.
A product chain X̂L = X̂1X̂2X̂3X̂4X̂5 of X̂ operators connects the two
X boundaries, commutes with all the array stabilizers and changes
the array state from the quiescent state |ψ〉 to |ψX〉 = X̂L|ψ〉 with the
same measurement outcomes as |ψ〉. A second product chain ẐL =
Ẑ6Ẑ7Ẑ3Ẑ8Ẑ9 connects the two Z boundaries and commutes with the
array stabilizers; it changes the array state from |ψ〉 to |ψZ〉 = ẐL|ψ〉.
The operator chains X̂L and ẐL anticommute. A modification of
the X̂L chain to the chain X̂′

L = X̂1X̂10X̂11X̂12X̂3X̂4X̂5 generates a
quiescent state |ψX′ 〉 = X2,10,11,12|ψX〉, related to |ψX〉 by the result of
the measurement X2,10,11,12 = ±1 of the encircled measure-X qubit
(outlined in black).
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FIG. 1. (Color online) (a) A two-dimensional array implementa-
tion of the surface code. Data qubits are open circles (◦), measurement
qubits are solid circles (•), with measure-Z qubits colored green
(dark) and measure-X qubits colored orange (light). Away from
the boundaries, each data qubit contacts four measure qubits, and
each measure qubit contacts four data qubits; the measure qubits
perform four-terminal measurements. On the boundaries, the measure
qubits contact only three data qubits and perform three-terminal
measurements, and the data qubits contact either two or three measure
qubits. The solid line surrounding the array indicates the array
boundary. (b) Geometric sequence of operations (left), and quantum
circuit (right) for one surface code cycle for a measure-Z qubit,
which stabilizes ẐaẐbẐcẐd . (c) Geometry and quantum circuit for
a measure-X qubit, which stabilizes X̂aX̂bX̂cX̂d . The two identity Î

operators for the measure-Z process, which are performed by simply
waiting, ensure that the timing on the measure-X qubit matches that
of the measure-Z qubit, the former undergoing two Hadamard Ĥ

operations. The identity operators come at the beginning and end of
the sequence, reducing the impact of any errors during these steps.

IV. QUIESCENT STATE OF THE SURFACE CODE

The measure-Z and measure-X qubits that stabilize the
surface code are operated in a very particular sequence,
with one complete cycle shown in Figs. 1(b) and 1(c),
for a single measure-Z and measure-X qubit, respectively.
After initializing each measure qubit in its ground state |g〉,
the heart of the sequence comprises four CNOT operations
followed by a projective measurement. For the measure-Z
qubit, the CNOTs target the measure qubit with the four
nearest-neighbor data qubits as the controls, with the
projective measurement yielding an eigenstate of ẐaẐbẐcẐd

(see Appendix B, as well as [38]; eigenstates are listed
in Table III). For the measure-X qubit, the four CNOTs

TABLE III. Eigenstates for the four-qubit stabilizers ẐaẐbẐcẐd

and X̂aX̂bX̂cX̂d .

Eigenvalue ẐaẐbẐcẐd X̂aX̂bX̂cX̂d

+1 |gggg〉 | + + + +〉
|ggee〉 | + + − −〉
|geeg〉 | + − − +〉
|eegg〉 | − − + +〉
|egge〉 | − + + −〉
|gege〉 | + − + −〉
|egeg〉 | − + − +〉
|eeee〉 | − − − −〉

−1 |ggge〉 | + + + −〉
|ggeg〉 | + + − +〉
|gegg〉 | + − + +〉
|eggg〉 | − + + +〉
|geee〉 | + − − −〉
|egee〉 | − + − −〉
|eege〉 | − − + −〉
|eeeg〉 | − − − +〉

target the nearest-neighbor data qubits using the measure
qubit as the control, and the sequence also includes a
Hadamard applied to the measure qubit before and after
the CNOTs; the projective measurement yields an eigenstate
of X̂aX̂bX̂cX̂d . Hence, after the projective measurement of
all the measure qubits in the array, the state |ψ〉 of all the
data qubits simultaneously satisfies ẐaẐbẐcẐd |ψ〉 =
Zabcd |ψ〉, with eigenvalues Zabcd = ±1, and
X̂aX̂bX̂cX̂d |ψ〉 = Xabcd |ψ〉 with eigenvalues Xabcd = ±1.
Following measurement, the cycle is repeated.7 The measure
qubits in Figs. 1(b) and 1(c) all operate in lockstep, so that
every step in the cycle shown in the figure is completed over
the entire two-dimensional (2D) array before the next step
begins. We note that the zig-zag sequence abcd followed by
each of the measure qubits is quite particular and cannot be
easily modified while preserving the stabilizer property (see
Appendix B).

Stabilizer codes have the remarkable property that they do
not operate from the system ground state, but instead from the
state |ψ〉 that results from the concurrent measurement of all
the stabilizers; we call this the quiescent state. The quiescent
state |ψ〉 is randomly selected by completing one full surface
code cycle, which is the sequence shown in Figs. 1(b) and 1(c),
starting, for example, with all data and measurement qubits in
their ground states |g〉.

7A capital italic letter with a “hat,” for example, X̂, designates
an operator, while a capital italic letter by itself, X, represents
the outcome of a measurement of that operator, which must be
an eigenvalue of the operator. A stabilizer X̂aX̂bX̂cX̂d is the outer
product of four physical qubit X̂j operators, so would be represented
by a 24 × 24 = 16 × 16 matrix; its measurement outcome Xabcd is
an eigenvalue of this matrix. Note measuring the product X̂aX̂bX̂cX̂d

does not yield the same result as measuring each individual X̂a , X̂b,
X̂c, and X̂d , as the qubits are, in general, not in a product eigenstate
of the individual X̂j operators, so measuring the individual X̂j would
cause undesirable projections.
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4-qubit parity 
measurements 

41 data qubits               
40 measurement qubits 
1 logic qubit 

Fowler, Mariantoni, Martinis, Cleland 
Phys. Rev. A 86, 032324 (2012) 

4-qubit stabilizers  
ZaZbZcZd and XaXbXcXd 


